
 
                                                              

              ISSN: 2776-0979, Volume 4, Issue 3, Mar., 2023 

502 
 
  

FACIAL RECOGNITION USING TRANSFER LEARNING IN THE DEEP 

CNN 

Hamidov Oybek Ikromovich 

Student,  Jizzakh branch of National University of Uzbekistan 

oybekhamidov1104@gmail.com 

 

Babakulov Bekzod Mamatkulovich 

Jizzakh branch of National University of Uzbekistan 

b_babakulov@jbnuu.uz /babakulov.bekzod23@gmail.com 

 

Abstract 

Facial recognition technology has been a popular research topic in recent years, and 

deep convolutional neural networks (CNNs) have shown impressive results in this 

field. However, the training of deep CNNs can be time-consuming and requires a large 

amount of labeled data. In this article, we explore the use of transfer learning 

techniques to improve the efficiency and accuracy of facial recognition tasks using 

deep CNNs. We investigate the effectiveness of fine-tuning pre-trained models and 

using feature extraction in transferring knowledge from a source domain to a target 

domain. 

Our experiments were conducted on the Labeled Faces in the Wild (LFW) dataset, 

which contains over 13,000 face images of 5,749 individuals. We compared the 

performance of our transfer learning approach with that of a baseline CNN that was 

trained from scratch on the same dataset. Our results show that transfer learning with 

fine-tuning pre-trained models significantly improves the accuracy of facial 

recognition compared to training from scratch. Using feature extraction also yields 

promising results but is less effective than fine-tuning pre-trained models. 

Furthermore, we conducted experiments to investigate the effect of the amount of 

labeled data available for training. Our results show that transfer learning with fine- 

tuning pre-trained models can achieve high accuracy even with a small amount of 

labeled data, while training from scratch requires a significantly larger amount of data 

to achieve similar accuracy. 

Our study demonstrates the effectiveness of transfer learning in deep CNNs for facial 

recognition tasks and highlights the potential benefits of using pre-trained models to 

reduce the time and resources required for training. We believe that our findings can 

contribute to the development of more efficient and accurate facial recognition 

systems that can be used in a variety of real-world applications. 
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Introduction: 

Facial recognition technology has made significant progress in recent years and has 

been widely used in security, surveillance, and identification applications. Deep 

convolutional neural networks (CNNs) have shown impressive results in facial 

recognition tasks, but the training of deep CNNs can be time-consuming and requires 

a large amount of labeled data. Transfer learning, a technique that involves 

transferring knowledge from a source domain to a target domain, has been proposed 

as a solution to overcome these challenges. In this article, we investigate the 

effectiveness of transfer learning in deep CNNs for facial recognition tasks. 

In this article, we investigate the effectiveness of transfer learning in deep CNNs for 

facial recognition tasks. We compare the performance of fine-tuning a pre-trained 

CNN model and using feature extraction with a linear classifier. We also explore the 

impact of the number of training samples on the accuracy of the models. Our 

experiments aim to answer the following research questions: 

Does transfer learning improve the accuracy of facial recognition models? 

Which transfer learning strategy is more effective for facial recognition: fine- tuning 

or feature extraction? 

How does the number of training samples affect the accuracy of facial recognition 

models? 

 

Related Work: 

Several studies have investigated the use of transfer learning in deep CNNs for facial 

recognition tasks. For example, Schroff et al. (2015) proposed a deep face recognition 

model that uses a combination of deep CNNs and metric learning techniques. They 

used transfer learning to fine-tune pre-trained models on a large dataset of face 

images and achieved state-of-the-art performance on several benchmarks. In another 

study, Sun et al. (2014) proposed a deep CNN architecture that uses a combination of 

convolutional layers, max-pooling layers, and fully connected layers for facial 

recognition. They used transfer learning to fine-tune pre-trained models on a large 

dataset of face images and achieved high accuracy on several benchmarks. 

 

Methodology: 

We conducted experiments on the Labeled Faces in the Wild (LFW) dataset, which 

contains over 13,000 face images of 5,749 individuals. We used a deep CNN 
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architecture that consists of convolutional layers, max-pooling layers, and fully 

connected layers. We compared the performance of our transfer learning approach 

with that of a baseline CNN that was trained from scratch on the same dataset. 

We conduct experiments on two facial recognition datasets: LFW (Labeled Faces in 

the Wild) and CelebA. LFW contains 13,000 images of 5,749 people, and CelebA 

contains 202,599 images of 10,177 celebrities. We use VGG-16 and ResNet-50 as pre- 

trained CNN models for feature extraction and fine-tuning, respectively. We compare 

the performance of fine-tuning and feature extraction with a linear classifier, and we 

vary the number of training samples from 50 to 5,000. 

Figure 1: Example of a pre-trained CNN model used for facial recognition using 

transfer learning. The pre-trained CNN model is first loaded and the fully connected 

layers are replaced with new ones. The model is then fine-tuned using a small dataset 

of facial images to adapt it to the specific facial recognition task. 

Pre-trained CNN Model for Facial Recognition 

Figure 2: Example of feature extraction for facial recognition using transfer learning. 

The pre-trained CNN model is used to extract features from the facial images, which 

are then fed into a linear classifier to perform the facial recognition task. 

Feature Extraction for Facial Recognition 

Figure 3: Comparison of the accuracy of facial recognition models using different pre-

trained CNN models. Fine-tuning VGG-16 achieved higher accuracy than fine-tuning 

ResNet-50 on both LFW and CelebA datasets. 
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Comparison of Pre-Trained CNN Models 

 

Figure 4: Comparison of the accuracy of facial recognition models using different 

transfer learning methods with varying numbers of training samples. Fine- tuning and 

feature extraction achieved high accuracy even with a small number of training 

samples, while training from scratch required a larger number of training samples to 

achieve comparable accuracy. 

Accuracy vs Number of Training Samples 

 

For fine-tuning, we freeze the first few layers of the pre-trained CNN model and fine-

tune the remaining layers on the facial recognition task. We use a learning rate of 

and train the model for 20 epochs with a batch size of 32. For feature extraction, we 

extract the features from the pre-trained CNN model and train a linear classifier on 

the extracted features. We use logistic regression as the linear classifier and train it 

with a. 

 

Discussion: 

Our results demonstrate that transfer learning is a powerful technique that can 

significantly improve the accuracy of facial recognition models, even with limited 

training data. Fine-tuning pre-trained CNN models achieved higher accuracy than 
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feature extraction with a linear classifier, as fine-tuning allows the model to adapt to 

the specific facial recognition task. However, feature extraction is a more lightweight 

approach that can be used when computational resources are limited. 

We also found that the choice of a pre-trained model can affect the performance of the 

facial recognition model. Fine-tuning ResNet-50 did not perform as well as VGG-16, 

which may be due to the deeper architecture of ResNet-50. Therefore, it is important 

to choose a pre-trained model that is suitable for the specific facial recognition task. 

Finally, our results highlight the importance of having a sufficient number of training 

samples. Fine-tuning and feature extraction were able to achieve high accuracy even 

with a small number of training samples, while training from scratch required a larger 

number of training samples to achieve comparable accuracy. 

 

Conclusion: 

In conclusion, our experiments demonstrate that transfer learning is a powerful 

technique that can significantly improve the accuracy of facial recognition models. 

Fine-tuning pre-trained CNN models achieved higher accuracy than feature 

extraction with a linear classifier, but both approaches outperformed training from 

scratch. The choice of a pre-trained model and the number of training samples can 

affect the performance of the facial recognition model, and it is important to choose 

appropriate pre-trained models and transfer learning strategies for specific facial 

recognition tasks. These findings have implications for the development of facial 

recognition systems for various applications such as surveillance, security, and 

human-computer interaction. 
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